CHAPTER 5

ELEMENTS OF MULTIPLE
REGRESSION ANALYSIS: TWO
INDEPENDENT VARIABLES



Today’s Class

Multiple Regression

Moving from one IV to multiple lvs

Similar stuff you saw with a single IV...



Moving from 1 Independent Variable to
Multiple 1V’s

The simple linear regression equation with one |V is
as follows:

Y =a+bX +e

Inferring this to multiple 1V’s is simple, just add more

b’s!

Y=a+b X, +b, X, +...+b X, +e



Multiple Regression

Each independent variables has its own regression
coefficient.

Instead of the slope, we can think of each
regression coefficient as follows:

The amount of change in the predicted value of Y as
we increase 1 unit of X..



Calculation of Multiple Regression

If we have only two independent variables,
calculation is tedious by not too difficult.

Once we have more than 2 IV’s we will have to rely
on Matrix operations to perform calculations. We
will learn more about that in the lectures to come.

(YAY!)



Data Set

i *achmot.sav [DataSet1] - SPSS Data Editor:

20 students were given e Son oo S Sl Ry s s
a test that measured v W e e e [
Reading Achievement
(Y), Verbal Aptitude E==
(X,), and Achievement
Motivation (X,). -
The data is given on
Pg. 98 in the text. |

Tk ooaves T o]




Knowing the Data

IF A PRETTY POSTER AND A CUTE SAYING ARE ALL IT TAKES TO MOTIVATE YOuU,
You PrROBABLY HAVE A VEry EAsy Jos. THE KIND ROBOTS WiLL 8 DOING SOON,




Preliminary Calculations

> X, =110
> Y?=825

> X} =481
> X2 =658
D XY =604
D XY =702
> X, X, =517

2 2
Y 117
Zyz =ZY2 — ZN =825— 20 =825-684.45 =140.55

2

2
X
I3 R

N

=481-378.45=102.55

2

2
X 110
xS =Y X, - 2X: _geg -

N

= 658—-605=53

X, MY
Y xy=> XY - 2 1NZ =604—872%=604—508.95=95.05

110 117
—-—=702-643.5=58.5

X, Y)Y

S xy =Xy - ZNZ - 702
X, P X

infoxlxz—Q 1N 22517—%10):517—478.5:38.5




Calculation of b,

DX ODXY = D XX, D XY

b, = ;
lez szz o ZX1X2
- 53 95.05 — 385 585 5037.65-2252.25
10255 53 — 385°  5435.15-1482.25
b - 27854 _ o,

3952.9



Calculation of b,

b — lez szy - lexz ley
2 lez ZXZZ - lexz :

10255 585 - 385 95.05 5999.175-3659.425

b2

10255 53 — 3852  5435.15-1482.25

b, = 2339.75 _ £919
3952.9




Calculation of o

a=Y -bX,-h,X,
a=9585— .7046 4.35 — 5919 5.5
a=-4705



The final regression equation

After we finish all the calculations, we can put it
all together

Y'=a+b X, +hb, X,
Y'=-4705+ .7046 X,+ .5919 X,



Multiple Regression in SPSS

- SPSS Data Editor
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SPSS Output

Model Summary

Proportion of Variance in Y
accounted for by X1 and X2

Test of hypothesis that either
X1 or X2 (or both) have some
relationship with Y (a non-
zero regression coefficient)

Test of hypothesis the
coefficient for X1 is zero.

Test of hypothesis the
coefficient for X2 is zero.

Adjusted Std. Errorof | |
» haodel R R Square R Square i =]
1 EEE 7337 E40 1.51360
a. Predictors: {Canstant), Achievernent Motivation, Verhal
Aptitude
ANOVAF
Sum of
haodel Squares df Mean Sguare F Sig.
1 Regressian 101.603 2 a0.802 22175 .oone
Residual 38.947 17 229
Total 140.5480 14
2. Predictors: {Canstant), Achieverment Mativation, Werbal Aptitude
h. Dependent Yariable: Reading Achievement
Coefficients®
IUnstandardized Standardized
Coeficients Coeficients
hodel B Std. Error Beta t Big.
1 [Constant) -4 1.194 -394 _597
Yerbal Aptitude J04 74 B02 4.0 .00
Achievernent Motivation R 244 363 2,428 .EIET/

4. DependentYariahle: Reading Achieverment




Predicted Values

Once we have the final equation, we can use it for
prediction.

Let’s try to predict 2 subjects:

Subject 1: X,=1 and X,=3

Subject 20: X,=4 and X,=9
Y'(Subject 1) =—4705+ .7046 1 + 5919 3 =2.0098
Y'(Subject 20) =—-4705+ .7046 4 + 5919 9 =7.6750



Residuals

Once we have the predicted values, we can calculate
residuals for these two subjects.

Residual Subject1 ¢ =Y -Y'=2-2.0098 = -.0098
Residual Subject 20 e,, =Y —Y'=10-7.765=2.325



Sum of Squares

SSreg :blz X1y+bZZX2y
SSeg = -71046 95.05 + 2919 58.5 =101.6

SSpes = Z y2 - SSreg
s, —140.55-101.6 = 38.95



Squared Multiple Regression Coefficient
(R?)

Remember from CH. 2, R? was the amount of
variance accounted for by the independent

variable
2 SSreg
R =

2.y
From our previous example this would be:
R2 _ 101.60 793

14055

7/ 2% of the total variance of the dependent
variable (Y) was accounted for by the two
independent variables (X, &X,)



Alternative methods of Calculations

We can calculate this by hand in terms of the
correlation coefficients...(example shown in book).

We can also perform the calculations with the click
of the mouse in SPSS.



Tests of Significance

Once we have calculated the parameter values it is
important to determine if they are significant.

The following are tests used for all the parameters



Test of R?

R2
F = 4 df = k,N-k-1
1— R? Df = 2,17
N-k-1
123
A _ 300 =22.18

T 1-.723 0163
20-2-1

Or alternatively,

SSre
Vof, 101 8, 508

ss 38 95
/f /7 2.29

=22.18



Test of b’s

Want to test if b is significantly different from O.

This is done in the same way as it was done with one
variable....take the b value and divide it by its
standard error.

In our example with 2 IV's, the standard error for b, is:

2
S _ Sy.12
o=
" Z X12 1- rli

the standard error for b, is:

2
S _ Sy.12
=
B DRl




Test of b’s

Using our same example from before

SS
Sy = e 5, = 229 = 1752
N —k-1 : \/102.55 1_ 5227

SS,.. =38.95
38.95 b, 7046
Sy12 = =2.29 t, =— =4.02
2021 s, 1752
> X/ =102.55
Y x2 =53 \/ 2:29 — = 2437
b, = 7046 53 1-.522
bz =.5919 b 5919
t 2 =2.43
r, =.522 w s 2437

b

N



Test of R? vs. Test of b

The test of R? is the same as testing all the b’s
simultaneously.

When we test each b individually, we are testing
the given b while controlling for all other
independent variables.



Confidence Intervals

We can calculate confidence intervals in multiple regression
similar to the way we did in simple regression:

b it a/2,df Sb

Using our same example:
Cl for b,

7046+ 2.11 .1752 = .3349,1.0743
Cl for b,
5919+ 2.11 .2437 = .0777,1.1061

Our CI's do not include 0O, again confirming that the regression
coefficients significantly differ from O.



Confidence Intervals in SPSS

M Linear Regres:
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g Dependent: —
4 Milez per Gallon [rmpg] — o i
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. Cancel | -
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[T Collinearity diagnostics

— Residuals |
[ Durbinwatzon B
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% [utliers outside: |3 standard deviations
Al cazes

e s s A s 4
|

WS wWeight:

Statiztics... | Plots... Save... Cptionz...




SPSS Output

Coefficients?

Unstandardized Standardized
Coefficients Coefficients 55% Confidence Interval for B
b mModel B Std. Error Beta 1 Sin. Lower Bound | Ulpper Bound
1 (Constant) -471 1.194 -394 698 -2.980 2.049
YVerbal Aptitude J0s 75 602 4.0M 001 334 1.074
Achieverment Motivation A92 244 el 2,428 027 ara 1.106

4. Dependent Yariable: Reading Achieverment




Test for increment in proportion of variance
accounted for

This tests the amount of variance accounted for as
increased due to the adding of another independent
variable.

In our example, we can test the increment due to
adding X, on top of what information we already
have from X,....along with testing the increment due
to adding X, on top of X..

This test is actually equivalent to testing the
individual b coefficient.



Test for increment in proportion of variance
accounted for

The test for X,
2 df = 1,N-2-1
E— Ry =Ry, /(2 D df =1,17
1-R}, / N-2-1

723-.6273 /(2-1) 0957

1-.723 / 20—2-1 .0163
The test for X,
E— y12_R2 /(2 1)
1-R?, / N-2-1
723—-.4597 /(2-1
— /( ) —'2633=16.15

1-.723 / 20-2-1 0163



Relative Importance of Variables

The magnitude of b is in part affected by the scale of
measurement.

For example, if you measure objects in inches instead of
feet, the nature of the regression and the tests of
significance will not change.

What will change is the magnitude of the b.

Therefore remember, it isn’t the size of the b that is
important, it is its significance.



Relative Importance of Variables

Thinking back to our example:
b, =.602 and b, = .364

This does not mean that b, is twice as important as
b,

They simply represent different variables measured
on different scales.



Next Time
B

01 Lab session: Regression in practice.
o1 Meet in room 228.



