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An introduction to modern versions of repeated measures ANOVA
> Mixed models

Mixed models are powerful tools for a lot of research applications:
> Repeated measures
> Longitudinal data (i.e, growth models)
> Clustered data (i.e., hierarchical linear models)

If you stare at them long enough you get even more statistical methods
out of mixed models:

> Confirmatory Factor Analysis/Structural Equation Modeling

> ltem Response Models

Plus, mixed models operate using a estimation techniques that allow
for missing data



m Today’s Data Set — Same as Before

. Consider an experiment in which college students search for

a particular letter in a string of letters on a computer screen
> Half of the time the letter occurs in the string, and half of the time
it does not

« On one third of the trials the letter string is a word
(condition a,), on one third it is a pronounceable nonword
(a,), and on one third it is an unpronounceable set of
random letters (a,)

- The response measure is the average speed with which
subjects correctly detect the target letter, measured in
milliseconds

- The experiment is a single-factor AxS design with a=3 types
of letter strings



m Our Design Setup

Tahle 16.1: The notation system for an AxS design with a
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m The Old Style of Analysis

 Prior to running the repeated measures analysis, let’s
imagine we tried using what we already know about
ANOVA:

> Let’s run the analysis as if we have subjects nested within
each factor (not crossed)



m The Data Looks Like...

. This is what we call long data
- Every dependent variable value has a row

&2 oldsinglefactor.sav [DataSet1] - SPSS Statistics Data Editor,

File  Ect “iew Data Tranzform  Analyze Graphs  Utilities  ASdd-

CEE W o L;BE #A HE S4EH

1 subject 1.0
| subject condition | time | |
1 1.00 1.00 745.00
2 2.00 1.00 F77.on
3 3.00 1.00 734.00
4 4.00 1.00 779.00
5 5.00 1.00 756.00
] 6.00 1.00 721.00
7 1.00 2.00 764.00
g 2.00 2.00 786.00
g 3.00 2.00 733.00
10 4.00 2.00 801.00
11 5.00 2.00 786.00
12 6.00 2.00 732.00
13 1.00 3.00 774.00
14 2.00 3.00 788.00
15 3.00 3.00 763.00
16 4.00 3.00 797.00
17 5.00 3.00 785.00
. 18 6.00 3.00 740.00




Old Analysis — No Repeated Measures

Between-Subjects Factors

M

condition  1.00
2.00
3.00

Tests of Between-Subjects Effects

Dependent Variahle: time

Type lll Sum
Source of Squares hean Square F Sin.
Corrected Model 1a¥4.0002 2 Ta7.400 1.2849 a0z
Intercept 105202845 1 | 10582028450 |17353.524 .ooo
candition 1875.000 2 787.400 1.2849 a0z
Errar 9093500 14 BO6.233
Total 105305953.0 18
Corrected Total 10668.5900 17

4. R Sguared = 148 {Adjusted R Squared = .034)




m Our Statistical Model

. Recall our basic one-way ANOVA statistical model:

Y. i =M ta E. ;
. Likely the key assumption of the model was independence
of error terms
> Caged as independence of observations

. Error was assumed have a variance of o2,

- For our repeated measures analysis, however, we get three
observations per person
> People’s scores are highly correlated



m Model Implied Covariance Matrix

- Within a subject, the ANOVA model assumes the

following covariance matrix
> Shown for our three repeated observations example
> A covariance matrix is an un-standardized correlation matrix

—>V =

> The variances are all equal (homogeneity of variance)

> A zero covariance means a pair of observations are
independent (the ANOVA independence assumption)



m Remember These Numbers

From our ANOVA table treating the observations as not
being repeated:

F, =1.299: p = 0.302
62 =606.233

error

« Which implies

[606.233 0 0 606.233 0 0
R=| 0 606.233 0 |>V=l 0 606.233 0
0 0 606.233 | 0 0 606.233 |




Then There Was Repeated Measures

._ANOVA

Next, we had repeated measures ANOVA...

Yi =M+, + 5 (O‘S )ij =
However, because of our design (one observation
within cell per person), the person by factor interaction

was the error term, leaving:

Yij = Ut + 5, +Eij

It assumed a weaker form of compound symmetry
(called sphericity) for the error terms

> All errors had the same variance
> All covariances were the same



m Repeated Measures: Data File in SPSS

cat singlefactor.sav [DataSet0] - SPSS Data Editor
File Edit ‘iew Data Transform Analyze Graphs  Utilities Add-ons  Window Help

E B W mph @ P EHER % @

16
subject | al | a2 | a3 | war | war |
1 1.00 745.00 7b4.00 74,00 The data are
2 2.00 77700 786.00 786.00 arranged in a wide-
3 3.00 734.00 733.00 7b3.00 format:
4 4.00 773.00 801.00 797.00 - One variable per
a 5.00 796,00 786,00 785.00 column.
b B.00 721.00 732.00 740.00
7
=
5
10
11
12




m Computational Formulas

- The computational formulas for the A xS design are
presented in Table 16.2

> Note that df; = an - 1 that is one less than the total number
of observations

Table 16.2: Computational formulas for the Ax Y design.

Formulas for the analysis of variance

Source af 85 M8 ¥
4 a1 (Al - [7) ‘3?: Mfg,fj%
s S 18]~ [T %;f
AXS = D=1 Y] - A= (8] e 7] S
| Total ar ~ 1 Y- [T]

Farmulas for the bracket terms

Al . >3 —
[A] = E:,n L=nyl 31% (8] = 'Zmabi =qy Yg
Y] =5 ¥2 =L« n¥3
T Ly = o ARy




m Running the Analysis

Graphs  Utlities  Add-ons  Wwindow  Help Repeated Measures Define Factor(s)

w_ Reports r T {a Within-Subject Factar M ame:

Multiple Response
Cuality Cankral
Rz Curve,..

Descriptive Statistics b factor]
Compare Means k
1 izeneral Linear Model 3 Univariate, .. = Mumber of Levels: |
450 Generalized Linear Models  » ralkivariate. ..
77 0 Mixed Models A  Repeated Measures...
. Correlate k ]
34.0 Regression , Yariance Components, ..
/9.0 Loglinear [ |
36.0 Classify L |
210  Data Reduction b Memanme Mems:
Scale »
Monparamekric Tests [
Time Series L
Survival L
', E
[

armos 7




m Running the Analysis

Il Repeated Measures E|
]

Repeated Measures Define Factor(s) E| & subict Within-Subjects Variables

within-Subject Factor Mame: )

BEIE

Mumber of Lewvels: a2l
_ ance

A 0

beazure Mame:
Between-Subjects Factor(z]:

]

Covanates:

]

b odel... ] [ Contrasts... ] [ Plats... ] [ Post Hoe. . ] [ Save... ] [ O ptions. ..




m Analysis Output: SPSS

factor

And:

Tests of Within-Subjects Effects

heasure:MEASLIEE 1

- There are two relevant parts to SPSS- a test for the

Type lll Sum
Soyrce of Sguares of hMean Sguare F Sig.
factort Sphericity Assumed 14745.000 2 Tar.a00 14.432 oo
Greenhouse-Geisser 14746.000 1.610 978.061 14432 .0o3
Huynh-Feldt 1675.000 2.000 Ta7.400 14432 001
Lovwer-haund 1575.000 1.000 1475.000 14 432 013
Errorffactor!)  Sphericity Assumed a44 66T 10 a4 867
Greenhouse-Geisser 45 66T g.052 B7.771
Huynh-Feldt 545 BET 10.000 54 56T
Lovwer-haund 545 66T 4.000 109,133
Tests of Between-Subjects Effects
Measure:MEASIIREE_1
Transformed Yariable:Avers
Type I Sum
Soyfre of Sguares if Mean Square F Sin.
Intercept 1.052E7 1 1.052E7 | B1583.773 .ooo
Error 4847833 A 1709567




m Analysis Output: Table 16.3

The A4S data table

Types of strings

Subjects a1 g as Sum
51 Z:,? ;gz :,:: g’ii? Calculation of the bracket terms
8 . » N 1 ) p
o 734 733 763 | 2230 ] = LA AL A0 FABITT o aios
54 779 801 797 2.377 ' m ‘ 6
P 756 786 785 2,327 5] = 5 5% _ 22837 + .- +2,193° — 10.598.830.3
sa 721 732 740 2,103 ) a 3 ST
Sum - 4512 - 4602 4647 13761 [¥] = 52 ¥4 = 745% + 7647 + -+ + 7327 + 7407 = 10,530,953.0
Y, YE 3,395,728 3534002 3,601,223 o
Mean  T752.00  T67.00 77450 ) = I~ BT 105202845
y 23.26 29.22 20.60 an  (3){6}
sa, 9.50 11.93 8.41
Summary of the analysis of variance
Sotree 54 df ME F
A [Al - [i] = 1,575.0 2 TRTHD  14.43%
5 : 1S~ [T = 85478 5 1,709.58
Ax S Y]~ [A] — {S] + [T = 5457 10 54.57
Total Vi~ = 10,6685 17

* < 05




m Matching Output to Interpretation

Measure:MEASLIRE 1

Tests of Within-Subjects Effects

Type Il Sum
Source of Sguares if Mean Square F Sin. - .
factort Sphericity Assumed 1675000 2 7AFE00 | 14.432 01 | € Source: A
Gregnhouse-Geisser 1475.000 1.610 878.061 14432 003
Huynh-Feldt 14875.000 2.000 Far.a00 14.432 .om
Lower-bound 15875.000 1.000 15875.000 14.432 013
Error(factarl)  Sphericity Assumed 545 BR7 10 54 567 & Source: SxA
Greenhouse-Geisser 545 66T 8.052 BY. 771
Huynh-Feldt 8445 66T 10.000 54 867 NOW error
Loweer-hound 545 66T 5.000 109.133
Tests of Between-Subjects Effects
Measure:MEASURE_1
Transformed Yariahle: Avera
Type [l Sum
Soyre of Squares if Mean Square F i, .
Intercept 1.052E7 1 1.052E7 | 6153.773 00 | & Source: S —
Errar 8a47 833 ] 1709.867 N tt H ”
ot typically

interpreted



m Remember These Numbers

- From our ANOVA table treating the observations as not
being repeated:

F, =14.432; p = 0.001

N\

Jerror — &ixs — 54567

. But...what about the original variance of error?

. It is now separated into two components (piles?)...
> Originally was 606.233
> Our new term is 54.567, leaving 551.67 behind...

+ The pile left behind now becomes the covariance



m Implied Covariance in RM

« Our repeated measures ANOVA thus implies the following:

o CS CS 606.233 551.67 551.67 |

error

R=V=| CS o2, CS |=|551.67 606233 551.67
CS CS o2, | | 55167 551.67 606233

error

« This is how compound symmetry looks
> Same values on diagonal
> Same values on off-diagonal
+ Not zero anymore
. |s this plausible?
> Maybe yes: non-zero off-diagonals are better than zero

> Maybe no: not all data have this structure
+ Longitudinal data almost always do not



m And...Multivariate???

- The book had mentioned another approach, one called
the multivariate approach.

- The multivariate approach looks for differences in the
three factor levels simultaneously by looking at all data
together

> Uses a matrix-algebra extension of statistics
> Taught in ERSH 8350

- Estimates every term in the covariance matrix R
> Needs more data
> Less powerful when compound symmetry holds



m Getting Full Covariance Estimates in SPSS

®

2 Repeated Measures: Options
Estimated Marginal Means

Factor(=) and Factar Interactions:
[(OVERALL) |
o

Dizplay Means for:

Under Options (in RM ANOVA),
check the “Residual SSCP
matrix” box

Display

[ ] Descriptive statistics
[ ] Estimates of effect size [ ] Hom
|:| Observed povwer pread va. level plot
|:| Parameter estimates |:| Residual plot

[ ] 5ScCP matrices [ ] Lack of 1t

|:| Residual SSCP matrix |:| GZeneral estimable function

Significance level: Confidence intervalzs are 95.0%

| ContinLe _” Cancel || Help |




m The “Unstructured” (FULL) R Matrix

Note: When using the
univariate tests (F), the
unstructured R matrix is
not used for
calculations.

It is only used in the
Multivariate approach.

Residual S5CP Matrix
al ad ad
Sum-of-Squares and al 2704.000 | 3187.000 | 2267.000
Crogs-Froducts a2 3187.000 | 4268000 | 2871.000
a3 2267000 | 2821.000 | 2121.500
> Covariance al A40.800 G3T.400 453.400
a7 a7 400 853 600 a6E4.200
as 453 400 a64.200 424300
Correlation al 1.000 833 847
az 838 1.000 Har
a3 847 H3T 1.000
Based on Type I Sum of Squares
_62 O O |
erron 12 13
2
R _ V _ 012 Gerrorz 023
2
013 023 Gerror3

'540.8 637.4 453.4°
=|637.4 853.6 564.2
4534 5642 4243




m So..Which R Matrix is Right?

Independence

Compound
Symmetry

Unstructured

ol 0 0 (606.2 551.7 551.7| [540.8 637.4 453.4]
0 o2, O 551.7 606.2 551.7| |637.4 853.6 564.2
0 0 o2.| [551.7 5517 606.2| |453.4 564.2 424.3]

o Regular ANOVA i Repea;el\cliol\c/eAasureS Mxllt\il\g\?zte

<€ >
Restrictive Relaxed

Assumptions

Few
Parameters

Assumptions

More
Parameters




m Enter...the Mixed Model

- Mixed-effects models get their name from the combination
of fixed effects (our treatment effects a) and random effects

(our subject effects S)

. |In their most basic form, they mimic the varying types of
ANOVA models

> Can fit differing structures for R/V matrices

- Using a different method of estimation (likelihood based),
they:
> Give less biased estimates of variances/covariances
> A measure of which structure is correct (independence, CS,
unstructured, etc...)

> The ability to incorporate missing data directly
+ No need to throw away incomplete cases or impute for missing values



m The Mixed Model

- The mixed model looks very similar to ANOVA:
Yij = Ut + S, + Eij

- The difference is our assumptions:
> My is a “fixed” effect — no estimate of variability
> o, are “fixed” effects — no estimate of variability

> S; are “random” effects — have normal distribution with zero
mean and variance Tt
+ Called “random intercepts” — each subject has a center point

> E;are “random” —as usual

+ Have normal distribution with zero mean and variance o2,



m The OLD ANOVA Model, Redefined

J J

. Model for the Means (Predicted Values):

« Each person’s expected (predicted) outcome is a function of his/her
treatment group (or values on covariates, and their interactions)

« |V and DV are each measured only once per person (i subscript)

. Model for the Variance:

- E;~N (0, 0,2) > ONE residual (unexplained) deviation

« E; has amean of 0 with some estimated constant variance (c,?),
is normally distributed, is unrelated to the IV, and is unrelated across
people (across all observations, just people here)



m Adding Within-Person Variance

- to the Model for the Variances

Full Sample Distribution: 3 People, 5 Occasions each

Mean = 89.55
Std. Dev.=15.114
N=1,334




m Empty +Within-Person Model

140

120

100

80

60

40......

20

Start off with Mean of Y as
“best guess” for any value:

= Grand Mean
= Fixed Intercept

Can make better guess by
taking advantage of
repeated observations:

= Person Mean

- Random Intercept



m Empty +Within-Person Model

140

120

100

80

60

4OIIIIIIII

20

Variance of Y = 2 sources:

Between-Person Variance:

- INTER-Individual Differences

7 - Differences from GRAND mean

Within-Person Variance:
- Differences from OWN mean
- INTRA-Individual Differences

—> This part is only observable through
longitudinal data




General Linear Model for

+Within-Person Analysis

Y, =[i +a 4[5, F E]

. Model for the Means (Predicted Values):

« Same model for means, except that DV and IV are measured more
than once per person (predicted Y per treatment/time per person)

. Model for the Variance (2 piles now):

Eij ~ N (O, Oez) —> e, has a mean of 0 and some estimated constant
variance (0,2), is normally distributed, is unrelated to the IV, and is
unrelated across people and time

« S.~ N (0, ©2) = mean differences across people

« S. has a mean of 0 and some estimated constant variance (t2), is
normally distributed, is unrelated to the IV, and is unrelated across
people (constant over time within a person)



Mixed Models in SPSS

- Long Data Needed: Mixed Models:

& longdata.sav [DataSet2] - SPSS Statistics Data Editor & longdata.say [DataSet2] - SPSS Statistics Data Editor

File  Edit “iew Data Transform  &nalyze  Graphz  LUiities 2 File  Edit ‘“iew Data Transform | Analyze  Graphs  Wilties  Add-ons Window  Help
[E’E E h” ?ma% M "gé %ﬂ‘.ﬁﬁ [E’E El' hl" BSEE-E Reports 4 3'@’71“ d@"‘
g: a8 Descriptive Statistics |
subject | condition | time | subject | condit Compare Means b |

1 1.00 1.00 74500 1 1.00 General Linear Model b

2 2.00 1.00 F77.00 3 2100 Generalized Linear Models  #

3 300 100 73400 5 300 Mixed Morils b | M Linear..

4 4.00 1.00 779.00 4 400 Correlate b

5 5.00 1.00 7a6.00 5 500 Regression [

B E.00 1.00 721.00 B E.00 Loglinear 3

7 1.00 200 7E4.00 = 10N Classify 3

g 2.00 2.00 786.00 g 200 Limension Reduction 4

9 3.00 200 733.00 g 300 Scale »

10 4.00 2.00 o801.00 1n 4100 Monparametric Tests »

1 5.00 2.00 78600 11 500 Forecasting 4

12 6.00 200 732.00 12 500 Survival »

13 1.00 3.00 774.00 13 1.00 Multiple Response ¥

14 200 .00 783.00 14 500 Quality Cortrol »

15 3.00 .00 763.00 15 200 ROC Curve...

16 4.00 3.00 797.00

= g 100 e 16 4.00 3.00 J97.00

17 5.00 3.00 785.00
18 6.00 .00 740.00




Start By Putting Subject Variable in...

i Linear Mixed Models; Specify Subjects and Repeated @

Click Continue for models with uncorrelated terms.

Specify Subject variable for models with correlated random effects.

Specity both Repeated and Subject variables for models with correlated
reziduals within the random effects.

Subjects:
ﬁ canditian |§ zUhject
ﬁ time R
L+
Repested:
L

Repeated Covariance Type:

Continue _” Reset || Cancel || Help




m ®

Then Add DV and Factors...And Choose
Fixed/Random

it Linear Mixed Models

Dependent YWariakble:

ﬁ subject

Ok _” Paste || Reset || Cancel || Helgp |

| + | & time | | Figed..
| Fandam...
Factar( =)
—— | condition || Estimation...
|—| | Statistics...
Covaristers): | El hMeans. ..
| Save...
L
Residual Yeight:
g | |




m Three Analyses

- We will run all 3 types of ANOVA models from here:
> Independence

> Compound Symmetry (Now Random Intercept...was
Repeated Measures)

> Unstructured (was Multivariate)

- We will see the same results, but will get a sense of
what covariance structure to use
> Can use most powerful test for fixed effects



Independence ANOVA, Old and New

Information Criteria®

. Numbers from old:

-2 Restricted Log 144.052
Likelihood
Akaike's Infarmatian 146.052
Criterion (AIC)
Hurvich and Tsai's 146.360
I 1 2 . 2 Criterion (A1GC)

— - y p — - Bozdogan's Criterion 147.760
(CAIC)
Schwarz's Bayesian 146.760
Criterion (BIC)

The infarmation criteria are
displayed in smallet-is-better
forms.

n2
O error

=606.233

a. Dependentariahle: time.

Fixed Effects

_606 233 O O Type Il Tests of Fixed Effects®
! Denominator
A =N MHurmerator df df F Sig.
V _ O 606 233 O Intercept 1 15 [ 173583.824 ooo
- . condition 2 15 1.2485 302

0

0

606.233

a. Dependent Variahle: time.

Covariance Parameters

Estimates of Covariance Parameters®

Parameter

Estirnate

Std. Error

Residual

G06.233333

221.3651145

a. Denendentariahle: time.




Random Intercept

Information Criteria®

-2 Restricted Log 125158
—_— u —_— Likelihood
A — " y — x Akaike's Information 1291488

Criterion (AIC)

Hurvich and Tsai's 1301458
Criterian (AICC)
A Bozdogan's Criterion 132874

_ S22 A
Jerror —_— GAXS — 54-567 Criterion (BIC)

The information criteria are

displayed in smaller-is-better
Torms.

a. Dependent Yariahle: time.

Fixed Effects

606.2 551.7 551.7 e T

Source Mumerator df df F Sig.
Intercept 1 5.000 | B153.773 .oon

condition 2 10.000 14.432 .00

551.7 606.2 551.7
1551.7 551.7 606.2 Govariance Parameters

<>
|l

Estimates of Covariance Parameters®

Parameter Estimate Std. Errar
Residual 54 5666GT 24 4024955
Intercept [subject= YWariance 551 GEEEET | 360.500082
subject]

a. Dependent Wariable; time.



m Unstructured

. Multivariate tests...not run

-2 Restricted Log 120,397
Likelihood
Akaike's Information 132.397
Criterion (A1)
Hurvich and Tsai's 142.8497
Criterion (alCC)
Bozdogan's Criterion 142 645
(CAIC)

- ] Schwarz's Bayesian 136.645

540.8 637.4 453.4
" " ] The information criteria are

displaved in smaller-is-better
farms.

V =|637.4 8536 564.2

Fixed Effects

4534 5642 4243

Denominator
Soyree Murneratar df df F Sig.
Intercept 1 5.000 | 6153.773 .ooo
condition 2 5.000 28.392 .00z

a, Dependent Variahle: time.

Covariance Parameters

Estimates of Covariance Parameters?

Parameter Estimate Std. Error
Repeated Measures UM (1,1} 540.800000 | 242.031952

UM (2,13 | 637.400000 | 416630686

UM (2,2) | 853.600000 | 538.864042

UM (3,13 | 453.400000 | 294968812

UM (3,2) | 564.200000 | 368.918452

UM (3,3) | 424.300000 | 268.350882
a. Dependent Variahle: time.




What One is Best? Use Information

. Criteria

. We can use the model with the smallest information
criterion
> For simplicity we will use BIC

Independence: 146.760
« Compound Symmetry: 130.574
Unstructured: 136.645

- The winner is:
> Compound symmetry — our RM ANOVA model
> We can now interpret the findings



- Mixed models are powerful tools that are frequently

used in research designs
> Repeated measures
> Longitudinal data
> Hierarchical data

- Today’s class was a first pass at how the models work

and what comes from them
> To learn more, take a course in HLM or growth models

- Thank you for a great semester



. Final discussion

In Lab:
> How to do mixed models in SPSS

Homework:
> Study for the final (12/16 at 3:30 pm)

Next week:

> No class (reading day)
+ Have a good break

The week after:
> Final exam here at 3:30pm on 12/16



