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Today’s Class

 Initial Considerations

 Covariance and Linear Regression

 The Linear Regression Equation

 The Analysis of Covariance

 Assumptions Underlying the Analysis of Covariance

 Example ANCOVA Analysis



The Analysis of Covariance



The Analysis of Covariance

 In a completely randomized design subjects are 
randomly assigned to the experimental treatments. 

 Generally, the completely randomized design is 
relatively deficient in power. 

 If there is a variable available before the start of 
experiment that is reasonably correlated with the 
dependent variable (i.e., control variable, 
concomitant variable, or covariate; e.g., intelligence, 
grade point average, etc.), we may either employ 
blocking or statistical adjustment.



The Analysis of Covariance

 The randomized-blocks design includes groups of 
homogeneous subjects drawn from respective 
blocks. 

 Advantages of the randomized-blocks design are:

 Blocking helps to equate the treatment groups before 
the start of the experiment more effectively than is 
accomplished in the completely randomized design. 

 The power is increased because smaller error term 
usually associated with the blocking design. 

 Interactions can be assessed.



The Analysis of Covariance

 Disadvantages may include: 

 There will be cost of introducing the blocking factor.

 It may be difficult to find blocking factors that are 

highly correlated with the dependent variable. 

 Loss of power may occur if a poorly correlated 

blocking factor is used.



The Analysis of Covariance

 The analysis of covariance reduces experimental 

error by statistical, rather than experimental, means. 

 Subjects are first measured on the concomitant 

variable called the covariate which consists of some 

relevant ability or characteristic.

 Subjects are then randomly assigned to the 

treatment group without regard for their scores on 

the covariate.



The Analysis of Covariance

 The analysis of covariance refines estimates of 

experimental error and uses the adjust treatment 

effects for any differences between the treatment 

groups that existed before the experimental 

treatments were administered.



Covariance and Linear Regression



Covariance and Linear Regression

 The correlation 

coefficient between 

two variables X and Y 

is:

 The standard 

deviation of X is:

 Where the covariance 

between X and Y is:

 The standard 

deviation of Y is:



Covariance and Linear Regression

 We may define the sum of products:

 And the sums of squares:

 Consequently:



The Linear Regression Equation



The Linear Regression Equation

 The linear regression line relating the dependent 

variable Y to the covariate X is:

 And the prediction equation for i is:

 Where:



Residual Variation and the Linear 

Model

 The sum of the squared deviation from the mean is:

 The sum of the squared residuals from the 

regression line is:



Residual Variation and the Linear 

Model

 The amount of the Y variability that can be 

attributed to the regression equation is:

 The squared correlation coefficient is:



The Analysis of Covariance



The Analysis of Covariance

 The analysis of covariance tests for differences 

between groups by comparing a description of the 

data based on a single regression line to one based 

on lines with the same slope and different intercepts 

for each group.

 For example, when a = 2, the same slope b1 is 

obtained from (where (1) and (2) designate 

groups):



The Analysis of Covariance and the 

General Linear Model

 For the analysis of covariance, the alternative-

hypothesis model is:

 And the null-hypothesis model is:



The Analysis of Covariance and the 

General Linear Model



Adjusted Means

 The adjusted mean is:



Contrasts on the Adjusted Means



The design can be extended to include more 

factors and more covariates.

Extensions of the Design



Assumptions Underlying the 

Analysis of Covariance



Assumptions Underlying the Analysis of 

Covariance

 Three assumptions in addition to the usual analysis of 
variance assumptions are: 

1. The assumption of linear regression: The deviations from 
regression are normally and independently distributed in 
the population, with means of zero and homogeneous 
variances. 

2. The assumption of homogeneous group regression 
coefficients: The within groups regression coefficient is 
actually an average of the regression coefficients for the 
respective treatment groups. 

3. The exact measurement of the covariate: The covariate is 
measured without error. 



Example ancova analysis















Final Thought

 ANCOVA is a general technique that adds additional 

(continuous) variables to a model and adjusts for the values of 

such variables.

 Any ANOVA design can include such variables.

 Today’s class covered a method 

for controlling for important 

variables in an experiment: 

ANCOVA.



Next Time…

 Next class: 11/27.

 Chapter 16: Within Subject Designs.


