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The Analysis of Covariance

In a completely randomized design subjects are
randomly assigned to the experimental treatments.

Generally, the completely randomized design is
relatively deficient in power.

If there is a variable available before the start of
experiment that is reasonably correlated with the
dependent variable (i.e., control variable,
concomitant variable, or covariate; e.g., intelligence,
grade point average, etc.), we may either employ
blocking or statistical adjustment.



The Analysis of Covariance

The randomized-blocks design includes groups of

homogeneous subjects drawn from respective
blocks.

Advantages of the randomized-blocks design are:

Blocking helps to equate the treatment groups before
the start of the experiment more effectively than is
accomplished in the completely randomized design.

The power is increased because smaller error term
usually associated with the blocking design.

Interactions can be assessed.



The Analysis of Covariance

Disadvantages may include:

There will be cost of introducing the blocking factor.

It may be difficult to find blocking factors that are
highly correlated with the dependent variable.

Loss of power may occur if a poorly correlated
blocking factor is used.



The Analysis of Covariance

The analysis of covariance reduces experimental
error by statistical, rather than experimental, means.

Subjects are first measured on the concomitant
variable called the covariate which consists of some
relevant ability or characteristic.

Subjects are then randomly assigned to the
treatment group without regard for their scores on
the covariate.



The Analysis of Covariance

The analysis of covariance refines estimates of
experimental error and uses the adjust treatment
effects for any differences between the treatment
groups that existed before the experimental
treatments were administered.



- Covariance and Linear Regression



Covariance and Linear Regression

The correlation
coefficient between
two variables X and Y
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Covariance and Linear Regression
=

7 We may define the sum of products:

SPxv= Y (G- X)(Yi- 1),
1=1
7 And the sums of squares:
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1 Consequently:







The Linear Regression Equation

The linear regression line relating the dependent
variable Y to the covariate X is:

Y=bp+h X

And the prediction equation for i is:
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Residual Variation and the Linear

Model
-

1 The sum of the squared deviation from the mean is:
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regression line is:
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Residual Variation and the Linear

Model
-

1 The amount of the Y variability that can be
attributed to the regression equation is:

Ssregressinn = oY - SS‘EE{-

-1 The squared correlation coefficient is:
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- The Analysis of Covariance



The Analysis of Covariance

The analysis of covariance tests for differences
between groups by comparing a description of the
data based on a single regression line to one based
on lines with the same slope and different intercepts
for each group.

For example, when a = 2, the same slope b, is
obtained from (where (1) and (2) designate

groups):

SPamyi 1) + SPav(2)
b =
S 1+ SE5xE)



The Analysis of Covariance and the

General Linear Model
-

71 For the analysis of covariance, the alternative-
hypothesis model is:

Ty =Po+ P13y + oG + By
71 And the null-hypothesis model is:

Tij=Po + 1&g + By



The Analysis of Covariance and the

General Linear Model
I

Mote that
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and
dia = dfunepon 'dfunepol-
We may also obtain
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with the two respective degrees of freedoms.



Adjusted Means

S
-1 The adjusted mean is:
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Contrasts on the Adjusted Means
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with degrees of freedom equal to those of the error from the owerall analysis.



- Extensions of the Design

The design can be extended to include more
factors and more covariates.



Assumptions Underlying the




Assumptions Underlying the Analysis of
Covariance

Three assumptions in addition to the usual analysis of
variance assumptions are:

The assumption of linear regression: The deviations from
regression are normally and independently distributed in
the population, with means of zero and homogeneous
variances.

The assumption of homogeneous group regression
coefficients: The within groups regression coefficient is
actually an average of the regression coefficients for the
respective treatment groups.

The exact measurement of the covariate: The covariate is
measured without error.



- Example ancova analysis



In SPSS...

Overview

ANCOVA For Control

Homogeneity of Regression
Coefficients

ANCOVA Example

® ANCOVA Uses

ANCOVA with Multiple
Covariates

Factorial ANCOVA

ANCOVA for Adjustment

Problems with Interpretation

Wrapping Up

m Using Analyze...General Linear Model...Univariate

m First, test for presence of significant interaction.

B This must be done under the Model Box:;

—

Univariate: Model

Specify Model
" Full factarial

' Factors & Covariateg:

{* Custom

T(F]
()

AN

Sum of squares:;

-Build Term(s]

Interaction :J

Type Il |

Model:

T
b
T

W Include intercept in model

Continue | Cancel

Help

N0
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In SPSS...

Overview

ANCOVA For Control

Homogeneity of Regression
Coefficients

ANCOVA Example

® ANCOVA Uses

ANCOVA with Multiple
Covariates

Factorial ANCOVA

ANCOVA for Adjustment

Problems with Interpretation

Wrapping Up

Tests of Between-Subjects Effects

Dependent Yariahle: Dependent Wariable

Type Il Sum

Source of Squares df Mean Sguare F Sin.

Corrected Model 3234 d T 31.748 10,193 oo

Intercept 200680 1 200680 96.540 000
W |T 1.914 3 638 205 892

= 152,274 1 1522749 48.893 0aa

T*X 1.006 3 a3h A08 55

Errar §99 BEE 32 3115

Total 12642.000 40

Corrected Total 321.900 38

a. R Squared = 690 (Adjusted B Sguared = 623)




Omitting the Interaction

Overview

ANCOVA For Control

Homogeneity of Regression
Coefficients

ANCOVA Example
®ANCOVA Uses

ANCOVA with Multiple
Covariates

Factorial ANCOVA

ANCOVA for Adjustment

Problems with Interpretation

Wrapping Up

B Using Analyze...General Linear Model...Univariate

® Second, remove interaction term.

B Save the means for each group.

Tests of Berween-subjects Emects

Dependent Variable: Dependent Variable

Typea Il Sum
Source orsguares dr WMean Sguare F Slg.
Corrected Model 221.2273 4 55.007 19.220 [ li]
Intercept 313501 1 213,501 108.992 .0oo
X 165.127 1 165127 57.408 .000
| 65.042 3 21.681 7.538 0o
Errur 100673 39 2.876
Total 12642.000 40
Corrccted Total J21.900 29
a. R Sguared = 607 (Adjusted R Gyuared = .652)
Estimated Marginal Means
Treatment Condition
DependentVariable: Dependent Variable
95% Confidence Interval
Traatment Condition Mean Std. Error | Lower Bound | Uppar Bound
o [T 15.5214 538 14,430 16613
2.00 18.0272 837 16.937 19016
3.00 19.024° 536 17.935 20113
4.00 17.6287 0387 16.037 18.718

a. Covariates appearing inthe model are evaluated atthe following values;

Coyatiate = 71240,
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Omitting the Covariate

Overview

ANCOVA For Control

Homogeneity of Regression
Coefficients

ANCOVA Example
® ANCOVA Uses

ANCOVA with Multiple
Covariates

Factorial ANCOVA

ANCOVA for Adjustment

Problems with Interpretation

Wrapping Up

B Save the means for each group.

B Remove the covariate altogether.

1ests ot Between-Subjects Eiects

m Using Analyze...General Linear Model...Univariate

Cependent Varable: Dependent Varlahle
Type Il Sum
Source or Squares df Mean Square F 510,
Conrected Model 56.100° 3 18.700 2.533 072
Inlerepl 12320.100 | 123207100 | 1668.637 .000
T 56.100 3 18.700 2.933 072
Error 264 8NN 3R 7383
lotal 12647 10N 4N
Cnrrerter Tntal 221.800 39
A N Gquared= 174 (Adjusted I\ Suared= 105)
Estimated Marginal Means
Treaunent Condition
Dependent Yariable: Dependent Variable
Yo't Confidence Interval
Ireatment Condition Mean Std. Error | Lower Hound | Upper dound
.00 148U ejelc] 14.15¢ 14543
2.00 14400 gay 16187 1Y.643
AL 19100 A59 17 3A7 7N 843
4.nn 17.400 859 16,657 19.142
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Adjusted Means

Overview

ANCOVA For Control

Homogeneity of Regression
Coefficients

ANCOVA Example

® ANCOVA Uses

ANCOVA with Multiple
Covariates

Factorial ANCOVA

ANCOVA for Adjustment

Problems with Interpretation

Wrapping Up

m ANCOVA adjusts the mean for each treatment group by that

of the mean deviation for the covariate:

m Although not easily found in SPSS, consider the following

(with b = 1.013):

Yi(adj) = ¥ —b(X; = X)

Group Y X
1 15.8 7.4
2 17.9 7.0
3 19.1 7.2
4 17.4 6.9
Overall | 17.55 | 7.125
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Tests for Differences of Adjusted Means

Cverview

ANCQOVA For Control

Homogeneity of Regression
Coefficients

ANCOVA Example
@ ANCOVA Uses

ANCOVA with Multiple
Covariates

Factorial ANCOVA

ANCOVA for Adjustment

Problems with Interpretation

Wrapping Up

® With the ANCOVA adjusted means, one can now test for
differences between the means (using, for example, multiple

planned comparisons).

m Using Analyze...General Linear Model...Univariate

B Use the covariate.

® Go under Options...

DBESHUOI’H Varlahle: Depnendant Valrlable

Iranwise Compansons

Maan St Lunlidenee nbervl ur
Diarance riaranee"

Uy Lrratminnt Cancitinn 613 reatmaent Coaneitinn (il Hirl Fear Hin " | et Honel [ Upacee Honael
1.00 2,00 -3 fana! RN A -A AR - R7TA
2.00 LRI thi I b 14K

400 PRI (81 RILT) 4,491 2

2.00 1.00 2.808" J60 011 T8 1632
b Ann i WY 1.y ERPLY 1028
410 399 759 1.000 ~1.727 2,520

EAIT] 1.0 28034 J88 000 1,300 5.628
200 Aa7 Thh ann 11024 20

4.0 1,096 760 AT =720 2.520

4.00 1.00 ny T N -NAA A TR
2.00 RHH} fhi T Pl 1 ¢

Ann 144 el A4 Y (i

(RE T R T T CT R E T IR TR T
boLhe mean citaeenan in sianmeant atahe 106 rvel

A Adjusleoenl fur enalliple cornpsisons, Ounfermoni
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Final Thought

11 Today’s class covered a method
for controlling for important
variables in an experiment:

ANCOVA.

FINAL
THOUGHTY

1 ANCOVA is a general technique that adds additional
(continuous) variables to a model and adjusts for the values of
such variables.

1 Any ANOVA design can include such variables.



Next Time...

S =
o Next class: 11/27.

1 Chapter 16: Within Subject Designs.



