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Today’s Class

 The simplest within-subject design with a single 

within-subject factor is discussed. 

 The basic analysis of variance, tests of contrasts, 

effect-size calculations, and power determinations 

are presented.



The Analysis of Variance –

Design and Notation

 Table 16.1 shows the basic structure of the scores in a 
single-factor within-subject design. 

 The scores in the data table are denoted by Yij, where 
the first subscript i indicates the subject, and the second 
subscript j indicates the particular level of factor A. 

 There are a levels of factor A and n subjects. 

 The subjects are nested within the groups, and this fact 
is symbolized by denoting the subject factor S/A. 

 It may be convenient and accurate to refer to this 
design as an A ×S design.



The Analysis of Variance –

Design and Notation



Formulae



Partitioning the Variability

 The amount of variability among the scores in a one-way 
between-subject design is measured by the total variability, 
as expressed by the total sum of squares,

 Just as the between-subjects variability in the two-factor A 
×B design with crossed factors id divided into two effects 
and an interaction, the total variability in an A ×S design is 
divided into SSA, SSS, and SSA ×S. 

 There is no within-cell term comparable to SSS/AB and SSA ×S
will be treated as error.



Computational Formulas

 The computational formulas for the A ×S design are 
presented in Table 16.2. 

 Note that dfT = an - 1 that is one less than the total number 
of observations.



Numerical Example



Searching for Letters

 Consider an experiment in which college students search for 
a particular letter in a string of letters on a computer screen. 
Half of the time the letter occurs in the string, and half of 
the time it does not. 

 On one third of the trials the letter string is a word 
(condition a1), on one third it is a pronounceable nonword
(a2), and on one third it is an unpronounceable set of 
random letters (a3).

 The response measure is the average speed with which 
subjects correctly detect the target letter, measured in 
milliseconds. 

 The experiment is a single-factor AxS design with a=3 
types of letter strings.



The Old Style of Analysis

 Prior to running the repeated measures analysis, 

let’s imagine we tried using what we already know 

about ANOVA:

 Let’s run the analysis as if we have subjects nested 

within each factor (not crossed).



Old Analysis – No Repeated Measures



Repeated Measures: Data File in SPSS

The data are 

arranged in a wide-

format:

- One variable per 

column.



Running the Analysis



Running the Analysis



Analysis Output: SPSS



Analysis Output: Table 16.3



Analytical Comparisons



Within-Subject Contrasts 

and Error Variability

 The sum of squares for the contrast is

 And                       because the degree of freedom 

is one. 



Within-Subject Contrasts 

and Error Variability

 The error term MSS/A is not appropriate. Instead the 

F ratio is



Testing a Within-Subject Contrast

 The term [^(ψ)]i is called a contrast variable.

 We may use a t procedure to test the contrast.

 The t and F procedures are equivalent because tdf
2 = Fdf1 = 

1, df2 = df.

 When the number of contrasts being tested is not large, the 
Bonferroni or Sidák-Bonferroni corrections are useful.

 These procedures control familywise error by adopting a more 
stringent level of significance for the additional tests (e.g., αFW/c 
for Bonferroni).



Effect Size and Power



Estimating Treatment Effects

 The estimate of the partial omega squared is:

 The squared correlation ratio (η2 or R2) is obtained 
by:



Power and Sample Size

 Power and sample-size calculations in the within-

subject design are based on the measures of effect 

size. 

 The example data (and the summary of the analysis 

of variance) contained in Table 16.7 can be used to 

illustrate the calculation of a required sample size 

to achieve a given power.



Final Thought

 The repeated measures analysis described in this class was an 

initial first pass at the approach.

 We will see assumptions of such an approach are very 

strong.

 Newer methods will relax some of these assumptions.

 The repeated measures 

ANOVA partitions variability 

due to a subject.

 Removing such variability aids 

in the power of the test.



Next Time…

 Chapter 17: Within Subject Designs: Further Topics

 Final exam handed out.


