Review of the General Linear Model

EPSY 905: Multivariate Analysis
Online Lecture #2
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Learning Objectives

. Types of distributions:

» Conditional distributions

- The General Linear Model

» Regression

> Analysis of Variance (ANOVA)

> Analysis of Covariance (ANCOVA)
> Beyond — Interactions
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The General Linear Model

- The general linear model incorporates many different labels of
analyses under one unifying umbrella:

Categorical Xs | Continuous Xs Both Types

of Xs
Univariate Y ANOVA Regression ANCOVA
Multivariate Ys MANOVA Multivariate MANCOVA

Regression

- The typical assumption is that error is normally distributed —
meaning that the data are conditionally normally distributed

- Models for non-normal outcomes (e.g., dichotomous, categorical,
count) fall under the Generalized Linear Model, of which the GLM is

a special case (i.e., for when model residuals can be assumed to be
normally distributed)
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General Linear Models: Conditional Normality

Y, =\Bo + B1Xp + B2Zy + B3 XpZp| +ey]

- Model for the Means (Predicted Values):

« Each person’s expected (predicted) outcome is a function of his/her values on
x and z (and their interaction)

 Vy, X, and z are each measured only once per person (p subscript)

- Model for the Variance:
- e, ~ N(0,0£)~> ONE residual (unexplained) deviation
- e, has a mean of 0 with some estimated constant variance g2, is normally

distributed, is unrelated to x and z, and is unrelated across people (across all
observations, just people here)

We will return to the normal distribution in a few weeks — but for now
know that it is described by two terms: a mean and a variance
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Building a Linear Model for Predicting a Person’s Weight

- We will now build a linear model for predicting a person’s
weight, using height and gender as predictors

- Several models we will build are done for didactic reasons
—to show how regression and ANOVA work with the GLM

> You wouldn’t necessarily run these models in this sequence

« Our beginning model is that of an empty model — no
predictors for weight (an unconditional model)

- Our ending model is one with both predictors and their
interaction (a conditional model)
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Model 1: The Empty Model

- Linear model: Weight, = [, + e,

where e, ~ N(0, 65)

. Estimated Parameters: [ESTIMATE (STANDARD ERROR])]

> B, = 183.4 (12.61)

+ Overall intercept — the “grand” mean of weight across all people
— Just the mean of weight
SWeight

VN

+ SE for 3, is standard error of the mean for weight

> 02 = 3,179.1 (SE not given)
+ The (unbiased) variance of weight:
e, = Weight, — p, = Weight,, — Weight,

N
1 , 2
SZ = N1 Z(Welghtp — Weight,)
p=1
+ From Mean Square Error of F-table
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Model 2: Predicting Weight from Height (“Regression”)

- Linear model: Weight, = [, + B1Height, + e,

where e, ~ N(0, 65)

. Estimated Parameters: [ESTIMATE (STANDARD ERROR])]

> Bo = —227.292 (73.483)
+ Predicted value of Weight for a person with Height =0
+ Nonsensical — but we could have centered Height

> B, = 6.048 (1.076)

+ Change in predicted value of Weight for every one-unit increase in height (weight
goes up 6.048 pounds per inch)

> 02 = 1,218 (SE not given)

+ The residual variance of weight
3,179.1-1,218
3,179.1

+ Height explains = 61.7% of variance of weight
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Model 2a: Predicting Weight from Mean-Centered Height

- Linear model: W, = 5, + ,Bl(Hp — ﬁ) + ey
where e, ~ N(0, o)

. Estimated Parameters: [ESTIMATE (STANDARD ERROR])]

> B, = 183.4 (7.804)

+ Predicted value of Weight for a person with Height = Mean Height
+ Is the Mean Weight (regression line goes through means)

> 1 = 6.048 (1.076)
+ Change in predicted value of Weight for every one-unit increase in height (weight
goes up 6.048 pounds per inch)
+ Same as previous
> 02 = 1,218 (SE not given)

+ The residual variance of weight
,179.1-1,218
3,179.1

+ Same as previous

+ Height explains > = 61.7% of variance of weight
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Plotting Model 2a

Fit Plot for weight
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Hypothesis Tests for Parameters

- To determine if the regression slope is significantly
different from zero, we must use a hypothesis test:
Ho:ﬁl — O
Hl:ﬁl +* 0

- We have two options for this test (both are same here)
> Use ANOVA table: sums of squares — F-test

“« ” . — ﬁl
> Use “Wald” test for parameter: t 5e(B)
> Heret? = F
6.048
- Wald test: t = Fr_ _ 6018 _ 5.62;p <.001

se(f1) ~1.076
- Conclusion: reject null (H,); slope is significant
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Model 3: Predicting Weight from Gender (“ANOVA”)

- Linear Model: Weight,, = B, + f,Female, + e,
where e, ~ N(0, g¢)

- Note: because gender is a categorical predictor, we must first code it
into a number before entering it into the model (typically done

automatically in software)
> Here we use Female = 1 for females; Female = 0 for males

. Estimated Parameters: [ESTIMATE (STANDARD ERROR)]
> Bo = 235.9 (5.415)

+ Predicted value of Weight for a person with Female=0 (males)
+ Mean weight of males

> B, = —105.0 (7.658)

105
st=—s= —13.71;p < .001

+ Change in predicted value of Weight for every one unit increase in female
+ In this case, the difference between the mean for males and the mean for females

> g2 = 293 (SE not given)

+ The residual variance of weight
3,179.1-293

+ Gender explains 101 = 90.8% of variance of weight wm§X§

EPSY 905: General Linear Model



Model 3: More on Categorical Predictors

- Gender was coded using what is called reference or
dummy coding:
> Intercept becomes mean of the “reference” group (the 0 group)

> Slopes become the difference in the means between reference and non-
reference groups

» For C categories, C-1 predictors are created

- All coding choices can be recovered from the model:
> Predicted Weight for Females (mean weight for females):
Wy, = Bo + B, = 239.5 — 105 = 134.5
> Predicted Weight for Males:
Wy, = Bo = 239.5

- What would S5 and (5, be if we coded Male =17

> Super cool idea: what if you could do this in software all at once?
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Model 3: Predictions and Plots

Distribution of weight
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Model 4: Predicting Weight from Height and Gender

(w/o Interaction); (“ANCOVA”)

- Linear Model: W, = B + ,Bl(Hp — 17) + BLE, + e,
where e, ~ N(0, 0¢)

- Estimated Parameters: [ESTIMATE (STANDARD ERROR)]
> Bo = 224.256 (1.439)

+ Predicted vaIue_of Weight for a person with Female=0 (males) and has Height = Mean
Height (H, —H) =0
> 1 = 2.708 (0.155)
2.708

ot = m = 1752,p < .001

+ Change in predicted value of Weight for every one-unit increase in height (holding
gender constant)

> B, = —81.712 (2.241)

81712 = _36.46;p < .001
2.241

+ Change in predicted value of Weight for every one-unit increase in female (holding
height constant)

+ In this case, the difference between the mean for males and the mean for females
holding height constant

> 02 = 16 (SE not given)
+ The residual variance of weight
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Model 4: By-Gender Regression Lines

- Model 4 assumes identical regression slopes for both

genders but has different intercepts
> This assumption is tested statistically by model 5

. Predicted Weight for Females:
W, = 224.256 + 2.708(H, — H) — 81.712F,

= 142.544 + 2.708(H, — H)

. Predicted Weight for Males:
W, = 224.256 + 2.708(H, — H) — 81.712F,

= 224.256 + 2.708(H, — H)
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Model 4: Predicted Value Regression Lines

EPSY 905: General Line

ar Model
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Model 5: Predicting Weight from Height and Gender

(with Interaction); (“ANCOVAish”)
. Linear Model:

W, = Bo + B1(Hy, — H) + B2F, + B3(H, — H)E, + ¢,
where e, ~ N(0, 65)

. Estimated Parameters: [ESTIMATE (STANDARD ERROR)]

> Bo = 222.184 (0.838)
+ Predicted value of Weight for a person with Female=0 (males) and has Height =
Mean Height (H, — H) =0
> f; = 3.190 (0.111)

ot =222 = 2865;p < .001
0.111

+ Simple main effect of height: Change in predicted value of Weight for every one-
unit increase in height (for males only)

+ A conditional main effect: when interacting variable (gender) =0
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Model 5: Estimated Parameters

- Estimated Parameters:
> B, = —82.272 (1.211)

82.272

ot=— = —67.93;p <.001
1.211

+ Simple main effect of gender: Change in predicted value of Weight for every one
unit increase in female, for height = mean height

+ Gender difference at 67.9 inches

> B; = —1.094 (0.168)

et=—-2% = _652;p<.001
0.168

+ Gender-by-Height Interaction: Additional change in predicted value of weight for
change in either gender or height

+ Difference in slope for height for females vs. males

+ Because Female =1, it modifies the slope for height for females (here the height
slope is less positive than for females than for males)

> 02 = 5 (SE not given)
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Model 5: By-Gender Regression Lines

- Model 5 does not assume identical regression slopes
> Because 53 was significantly different from zero, the data supports different
slopes for the genders

- Predicted Weight for Females:
W, = 222.184 + 3.190(H, — H) — 82.272F, — 1.094(H, — H)E,
=139.912 + 2.096(H, — H)

. Predicted Weight for Males:
W, = 222.184 + 3.190(H,, — H) — 82.272F, — 1.094(H, — H)F,
= 222.184 + 3.190(H, — H)

llllllllllllllll
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Model 5: Predicted Value Regression Lines

EPSY 905: General Line
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Comparing Across Models

. Typically, the empty model and model #5 would be the

only models run

> The trick is to describe the impact of all and each of the predictors — typically
using variance accounted for (explained)

. All predictors:

> Baseline: empty model #1; 62 = 3,179.095

> Comparison: model #5; 2 = 4.731
3,179.095—4.731

— 0
3,179.095 99.9%

> All predictors (gender, height, interaction)explained

of variance in weight
+ R? hall of fame worthy
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Comparing Across Models

- The total effect of height (main effect and interaction):

> Baseline: model #3 (gender only); 62 = 293.211

> Comparison: model #5 (all predictors); 02 = 4.731
293.211-4.731
293.211

remaining after gender
+ 98.4% of the 100-90.8% = 9.2% left after gender

+ True variance accounted for is 98.4%%9.2% =9.1%

> Height explained = 98.4% of variance in weight

- The total effect of gender (main effect and interaction):

> Baseline: model #2a (height only); 62 = 1,217.973

> Comparison: model #5 (all predictors); 2 = 4.731
1,217.973—-4.731
1,217.973

remaining after height
+ 99.6% of the 100-61.7% = 38.3% left after height
+ True variance accounted for is 99.6%%38.3% = 38.1%
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About Weight...

. The distribution of weight was bimodal (shown in the
beginning of the class)

> However, the analysis only called for the residuals to be normally distributed —

not the actual data e, = Weight, — Weight,

= Weight, — [Bo + B1(Hp — H) + B2F, + B3(H, — H)F,|

> This is the same as saying the conditional distribution of the data given the
predictors must be normal

- Residual:
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