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In This Lecture...

- Matrices in data

- The Multivariate Normal Distribution
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DATA EXAMPLE ANDR
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A Guiding Example

- To demonstrate matrix algebra, we will make use of data

- Imagine that | collected data SAT test scores for both the
Math (SATM) and Verbal (SATV) sections of 1,000 students

- The descriptive statistics of this data set are given below:

Statistic | SATV | SATM
Mean | 499.3 | 498.3
SD 498 | 81.2
Correlation
SATV 1.00 | 0.78
SATM 0.78 1.00
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The Data...

In Excel: In R:

x -
| — SATV SATM
’Homs“ Inserl Page l Form ‘ Data‘ Revie ‘ View | Add-l‘ 0@ o @
X pes 1 528 58e
o2 — ) s | X v AT
8 A = % || Al B z 2 520 550
By~ ) @ - A~
Paste y Font ' Alignment Number Styles @ Cells 3 469 449
Clipboard 1 ‘ [ ‘ | | Editing ‘ 4 560 532
Al v (- fe | sATV 5 430 248
4 A B | ¢ | o | e | F | 6% 6 490 538
| 1 [SATV SATM ‘E' 7 570 cg0
2 520 580
3 520 550 8 530 57@
4 460 440 9 498 549
2 360 530 10 4se  47e
6 430 440
8 570 580 12 480 510
9 530 570 13 a7e 220
10 430 540
u as0 470 14 see 520
12 510 560 15 43e 470
= Se0 . 16 45e 398
14 470 420
15 500 520 17 5ee 4g8@
16 480 470 18 51@ See
17 450 3590 19 610 632
18 500 480
20 4582 419
19 510 500
20 610 630 21 41e 38e
21 450 410 22 460 460
22 410 380
23 460 460
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MULTIVARIATE STATISTICS
AND DISTRIBUTIONS
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Multivariate Statistics

- Up to this point in this course, we have focused on the prediction (or

modeling) of a single variable
> Conditional distributions (aka, generalized linear models)

- Multivariate statistics is about exploring joint distributions
> How variables relate to each other simultaneously

- Therefore, we must adapt our conditional distributions to have
multiple variables, simultaneously (later, as multiple outcomes)

- We will now look at the joint distributions of two variables f (x4, x,)
or in matrix form: f(X) (where X is size N x 2; f(X) gives a

scalar/single number)

> Beginning with two, then moving to anything more than two

> We will begin by looking at multivariate descriptive statistics
+ Mean vectors and covariance matrices

In this lecture, we only consider the joint distribution of sets of

variables — but next time we will put this into a GLM-like setup
> The joint distribution will the be conditional on other variables
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Multiple Means: The Mean Vector

- We can use a vector to describe the set of means for our data

X1
1 X
X =—XT1=|"?
X N .
Xy |

> Here 1isa N x 1 vector of 1s
> The resulting mean vector is a v x 1 vector of means

499.32] _ [fmv]

- Forourdata:x = [499 - 7
: SATM

- InR:

#multivariate statistics ——————————— e~
N = (1/1ength(x[,1]1))[1]
ONES = matrix(1l,Tength(x[,1]),1)

XBAR = N*T(X)%*%ONES
XBAR
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Covariance of a Pair of Variables

. The covariance is a measure of the relatedness
> Expressed in the product of the units of the two variables:

N
1
Sx1x; = NZ(xpl o fl)(xpz o fz)
p=1

> The covariance between SATV and SATM was 3,132.22 (in SAT Verbal-Maths)
> The denominator N is the ML version — unbiased is N-1

- Because the units of the covariance are difficult to
understand, we more commonly describe association

(correlation) between two variables with correlation
> Covariance divided by the product of each variable’s standard deviation
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Correlation of a Pair of Variables

. Correlation is covariance divided by the product of

the standard deviation of each variable:
Sx1x2

rx1x2 =
2 2
\/le\/SxZ

> The correlation between SATM and SATV was 0.78

. Correlation is unitless — it only ranges between
-1and 1

> If x; and x5, both had variances of 1, the covariance between

them would be a correlation
+ Covariance of standardized variables = correlation
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Covariance and Correlation in Matrices

.+ The covariance matrix (for any number of variables v) is

found by:

1
§=~-X- 1X")'(X - 1x") =

2
le

_Sx1xV

S — [2,477.34 3,123.22
-~ 13,132.22 6,589.71

- In R:

EPSY 905: Multivariate Normal Distribution

> #calculating the mean vector:
> N = (1/length(X[,1]))[1]
> ONES = matrix(1,length(X[,1]),1)
>
> XBAR = N*t(X)%*%ONES
> XBAR
[,1]
[1,] 499.32
[2,] 498.27
>
calculating the covariance matrix:
= N*t(X-ONES%*%t (XBAR) )%*%(X-ONES%*%t (XBAR) )

[,1] [.2]
[1,] 2477.338 3132.224
[2,] 3132.224 6589.707

> #
> S
> S
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From Covariance to Correlation

. If we take the SDs (the square root of the diagonal of the
covariance matrix) and put them into a diagonal matrix D,
the correlation matrix is found by:

_ 2 -
le lexp
2 2 2 2
e [l
R=D"1SD! = ; ;
2
Sx1xv SXV
2 2 2 2
\/le\/SxV \/SXV\/SXV
1 coe Tx1xV
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Example Covariance Matrix

- For our data, the covariance matrix was:
S — [2,477.34 3,123.22

3,132.22 6,589.71

- The diagonal matrix D was:

. [\/2,477.34 0 ] _ [49_77 0 ]
0 J/6,589.71 0 8118
- The correlation matrix R was:
R=D1!sD!
T 1 0 T -1
_ |49.77 [2,477.34 3,123.221149.77
0 1 3,132.22 6,589.71 0 1
81.18- 81.18-

L
78 1.00 » KANSAS
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> D = sqrt(diag(diag(s)))
> D

[,1] [,2]
[1,] 49.77286 0.00000
[2,] 0.00000 81.17701
> Dinv = solve(D)

> Dinv

[,1] [,2]
[1,] 0.02009127 0.00000000
[2,] 0.00000000 0.01231876
> R2 = DInv%*%S%*%Dinv

> R2

[,1] [,2]
.0000000 0.7752238
[2,] 0.7752238 1.0000000

[,1] [.2]
.0000000 0.7752238
.7752238 1.0000000
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Generalized Variance

- The determinant of the covariance matrix is the generalized
variance

Generalized Sample Variance = |§|

. It is a measure of spread across all variables
> Reflecting how much overlap (covariance) in variables occurs in the sample
> Amount of overlap reduces the generalized sample variance
> Generalized variance from our SAT example: 6,514,104.5
> Generalized variance if zero covariance/correlation: 16,324,929

> gsv = det(S)
> gsvV
[1] 6514104

- The generalized sample variance is:

> Largest when variables are uncorrelated
> Zero when variables form a linear dependency

- In data:

> The generalized variance is seldom used descriptively, but shows up more
frequently in maximum likelihood functions
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Total Sample Variance

- The total sample variance is the sum of the variances of

each variable in the sample

> The sum of the diagonal elements of the sample covariance matrix

> The trace of the sample covariance matrix

V
> tsv = sum(diag(S))

Total Sample Variance = 2 sz =trS > tsv
‘ [1] 9067.045

v=1

. Total sample variance for our SAT example:

- The total sample variance does not take into consideration

the covariances among the variables
> Will not equal zero if linearly dependency exists

- In data:

> The total sample variance is commonly used as the denominator (target)

when calculating variance accounted for measures THE UNIVERSITY OF
. KUKANSAS
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MULTIVARIATE DISTRIBUTIONS (VARIABLES 2 2)
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Multivariate Normal Distribution

- The multivariate normal distribution is the generalization

of the univariate normal distribution to multiple variables
> The bivariate normal distribution just shown is part of the MVN

- The MVN provides the relative likelihood of observing all V
variables for a subject p simultaneously:
Xp = [Xpl xpz xpv]

- The multivariate normal density function is:

T N\ y=1(oT _
F(xp) = —— exp o) 22 o — 1)
(2m)Z|Z|2
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The Multivariate Normal Distribution

T
1 (xp —u) Z71(x]) — )
f(xp) = v _1%%P |7 2
(2m)z|Z|2
g,
] sz
- The mean vectorisu =\ .
_.uxV_
0% Oxx, " Oxixy

2
. - o Y 0
- The covariance matrix is X = | "*1*2 X2 X2y

Ox,xy Ox,xy 7 Oxy

> The covariance matrix must be non-singular (invertible)
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Comparing Univariate and Multivariate Normal Distributions

- The univariate normal distribution:
1 (x — u)*
f(xp) — Wexp o 2 52

- The univariate normal, rewritten with a little algebra:

[ (x — u)a‘f(x—m]

f(xp) = 1 1°XP
(27T)2|02|2

- The multivariate normal distribution

[ (x —p) =7 1(Xp M)]

f(xp) — v eXp
(2m)z |22
> When V = 1 (one variable), the MVN is a univariate normal d'St”WKANSAS
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The Exponent Term

- The term in the exponent (without the — ;) is called the
squared Mahalanobis Distance

d?(x,) = (xf — u) T (x) - p)
» Sometimes called the statistical distance

> Describes how far an observation is from its mean vector, in
standardized units

> Like a multivariate Z score (but, if data are MVN, is actually distributed as a
x2variable with DF = number of variables in X)

> Can be used to assess if data follow MVN
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Multivariate Normal Notation

- Standard notation for the multivariate normal distribution
of v variables is N,,(u, X)

> Our SAT example would use a bivariate normal: N, (u, X)

. In data:

> The multivariate normal distribution serves as the basis for most every
statistical technigue commonly used in the social and educational sciences
+ General linear models (ANOVA, regression, MANOVA)
+ General linear mixed models (HLM/multilevel models)
+ Factor and structural equation models (EFA, CFA, SEM, path models)
+ Multiple imputation for missing data

> Simply put, the world of commonly used statistics revolves around the
multivariate normal distribution
+ Understanding it is the key to understanding many statistical methods
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Bivariate Normal Plot #1
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Bivariate Normal Plot #2 (Multivariate Normal)
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Multivariate Normal Properties

- The multivariate normal distribution has some useful
properties that show up in statistical methods

- If X'is distributed multivariate normally:
1. Linear combinations of X are normally distributed

2. All subsets of X are multivariate normally distributed

3. A zero covariance between a pair of variables of X
implies that the variables are independent

4. Conditional distributions of X are multivariate nq@%&gs
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Multivariate Normal Distribution in PROC IML

- To demonstrate how the MVN works, we will now investigate
how the PDF provides the likelihood (height) for a

given observation:

> Here we will use the SAT data and assume the sample mean vector and covariance

matrix are known to be the true:
499.32] g = [2,477.34 3,123.22

K= [498.27 3132.22 6,589.71

- We will compute the likelihood value for several observations
(SEE EXAMPLE R SYNTAX FOR HOW THIS WORKS):

> Xe31. = [590 730]; f(x) = 0.0000001393048

> X717. = [340 300]; f(x) = 0.0000005901861
> X =X =[499.32 498.27]; f(x) = 0.000009924598

- Note: this is the height for these observations, not the joint

likelihood across all the data

> Next time we will use the R packaged named lavaan to find the parametersin u

and X using maximum likelihood ) IQJKANSKOS
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WRAPPING UP
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Wrapping Up

- We are now ready to discuss multivariate models and the
art/science of multivariate modeling

- Many of the concepts of univariate models carry over

> Maximum likelihood
> Model building via nested models

- All of the concepts involve multivariate distributions
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Wrapping Up

- The last two classes set the stage to discuss multivariate
statistical methods that use maximum likelihood

- Matrix algebra was necessary so as to concisely talk about
our distributions (which will soon be models)

- The multivariate normal distribution will be necessary to
understand as it is the most commonly used distribution
for estimation of multivariate models

- Next week we will get back into data analysis — but for
multivariate observations...using R’s lavaan package for

path analysis
> Each term of the MVN will be mapped onto the lavaan() output IQJKANSKS
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